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Abstract
The current paper focuses on the various types of laugh-

ter recorded during real social interactions in a virtual immer-
sive environment. In this experiment, we investigate whether
human beings are able to discriminate perceptually determined
volitional social laughs from spontaneous involuntary laughs
using only audio information without any contextual cues. To-
wards this aim, we designed a perceptual experiment taken by
82 French and 20 Japanese subjects. Each subject listened to
162 laughs and chose one response among three possibilities :
social, spontaneous or unknown (I don’t know). The results
show that all listeners are able to discriminate these two types
of laughter with quite good confidence without contextual infor-
mation : the correct identification rate for spontaneous laughter
is about 70% with a similar amount for social laughter. We then
extracted acoustic characteristics for each laughter in order to
investigate possible differences between the two types of laugh-
ter. Moreover, multiple factor analysis shows that perceptual be-
haviours and some acoustic features (F0 and duration) are cor-
related. Especially, we observe a significant difference between
social and spontaneous laughter through the features of F0 and
total duration.
Index Terms : human laughter, recognition, acoustics, percep-
tion, culture

1. Introduction
Comprehensive knowledge about the vocal characteristics

of social affective interaction has been neglected for a long time
because of the lack of sufficient understanding about cognitive
processing of various affective meanings as well as technical
realization of such expressions. However, automatic recogni-
tion and synthetic realization of such affective meaning became
one of the important issues for researchers of various scienti-
fic research fields like social robotics, medical hearing tools or
language learning tools etc. [1, 2].

Such human social interaction is an exchange of social in-
formation conveyed by voice, eye contact, gestures, facial ex-
pressions, sighs or laughter [2, 3, 4]. Among these modalities,
laughter must be one of the most important behaviours in the
development of speech and in human and animal communica-
tion [5, 6, 7]. Laughter is often considered as a physical reac-
tion to external stimuli which are often linked to positive va-
lence (i.e. joyful reaction). Although laughter is deeply rooted
in human biology, it also serves very strong social roles to bring
about positive, mutually beneficial relationships among people

and communities [8, 9]. In [10], the authors reported that laugh-
ter is usually provoked by external stimuli, and organized on
three different axes : neuro-hormonal involving periaqueductal
gray, the reticular formation with inputs from cortex basal gan-
glia and the hypothalamus [11], including muscular inputs and
the respiratory axis.

In [9], the authors suggest the existence of two different
types of laughter : spontaneous and volitional (or social) by
neuro-physiological differences. Spontaneous laughter is consi-
dered an involuntary reaction to external stimuli. It is supposed
to be innate because it occurs even before the first words. Phy-
siological changes during such involuntary laughter are quite
different from what occurs during a voluntary one. For instance,
involuntary laughter is characterized by a higher activation of
hypothalamus than for the voluntary one, and the chest expan-
sion and amplitude of sound waves show more regular cycle
patterns than the voluntary one which exhibits a speech-like
pattern. On the other hand, social laughter is supposed to be
an intentional communicative act in order to set up a positive
relationship or to tone down the conflictive tension.

Concerning the acoustic realization of these various types
of laughter, [12] suggests three levels of description : ”bouts”,
”calls” and ”segments”. With regard to segmentation, [13] made
a distinction between ”spontaneous” and ”social” laughter. Ac-
cording to recent work ([14], [12], [15], [16]), the spontaneous
is higher and has a more variable F0, as well as higher varia-
bility in acoustic parameters in general. In addition, the spon-
taneous laughter is also characterized by longer duration with
a shorter burst duration, ingressive and chuckle sounds ([13],
[17]). However, there is no significant difference for both types
of laughter regarding the breathiness and the mouth aperture.
According to our assumption, (1) human beings are able to dis-
criminate between social (voluntary) laughs and spontaneous
(involuntary) ones using only audio information without any
context. (2) Perceptually determined spontaneous laughter may
have common acoustic cues among different cultures. On the
contrary, (3) volitional social laughter may be perceived diffe-
rently from one culture to another following cultural conventio-
nal manners.

Following these hypotheses, the current research investi-
gates (1) whether French and Japanese subjects can discriminate
between social volitional laughter and spontaneous involuntary
laughter using only auditory laughs extracted from an immer-
sive virtual interaction without any context. Independently we
aim at investigating (2) acoustic characteristics for each type of
laughter in French and Japanese.



2. Corpus
The stimuli were recorded in an immersive virtual envi-

ronment at Kyoto University, Japan. This database consists of
spontaneous affective speech recorded during a virtual reality
game played by three participants. The game was designed to
study communications between people in virtual environments
and was made using Unity. Each player was alone in his own in-
dividual immersive virtual environment (completely surrounded
by displays or in an immersive dome), but could communicate
with the others using cameras and microphones. They were re-
quired to communicate in order to solve various tasks instructed
by three different virtual characters. One of the main interests
of this approach is that each participant can be recorded indivi-
dually. A total of 12 spontaneous affective speech data files 9
Japanese (2F/7M) and 3 French (1F/2M) were recorded. A total
of 254 sequences containing only laughter were manually seg-
mented using PRAAT [18]. A first pilot test was conducted in
order to investigate what acoustic features distinguish sponta-
neous emotional vocalizations of laughs from volitional forms
which are considered as social laughs ([17], [14], [19]). 7 ex-
perimenters (3 Japanese males and 4 French (3F/1M) are ins-
tructed to annotate each sample using two labels spontaneous
and social. According to a selection threshold criterion based
on more than 70% of identification of the stimulus perceived
as ”spontaneous”, a set of 27 spontaneous laughs was chosen.
Another pilot test designed to choose the 27 volitional social
laughs was done under the same criterion as for the spontaneous
one by the 4 French experimenters who participated in the first
pilot test.

3. Perceptual experiment
3.1. Paradigm

82 French native listeners (48F/34M, Mean age = 22.39
years) and 20 Japanese native listeners (9F/11M, Mean age =
24.55 years) were recruited in both countries. The stimuli were
displayed 3 times each in audio alone condition in a randomized
order (54 laughs (27 spontaneous / 27 social) x3 (repetitions) =
162 stimuli).

Before the test, subjects were informed about the definition
of each type of laughter and the procedure of the experiment.
The test was conducted individually using a GUI based inter-
face developed under the ”OpenSesame” software [20]. The to-
tal duration of the session took about 25 minutes. The subjects
were required to listen to each stimulus at least once but could
listen to the stimulus a second time maximum. Then, they had
to select one choice among three possible answers : ”sponta-
neous”, ”social”, ”I dont know”. In the cases when spontaneous
or social were selected, the subjects had to select a degree of
certainty on a scale from 1 (not sure) to 7 (very sure). Defini-
tions of the type of laughter provided in the instruction were :

— Spontaneous : it seems to you that the person is lau-
ghing in a spontaneous manner to an external event (e.g.
a funny clip)

— Social : it seems to you that the person is laughing to
maintain the communication with the other (e.g. em-
barrassed laughter, polite laughter, cynical laughter...)

3.2. Results

First of all, the χ2 test was computed to investigate whether
the distributions of listeners responses (Social, Spontaneous or
Unknown) are independent or correlated. According to the re-

sult, a significant difference of the distribution of answers was
observed (χ2= 5284.7, ddl :2, p < 0.001). According to the
Table 1 (stimuli are in rows and the responses given by the
subjects are in columns), the two types of laughter are well re-
cognized : French subjects identified 69.24% for spontaneous
laughs and 69.41% for social laughs ; Japanese listeners reco-
gnised 70.49% for spontaneous laughs and 74.63% for social
laughs. These results confirmed that the listeners of both groups
were able to recognize 2 types of laughter without visual indices
or context.

TABLE 1: Results for the perceptual test for French and Japa-
nese listeners. Raw results are presented with their frequency
for each row

FRENCH Spontaneous Social Unknown
Spontaneous 4599 (69.24%) 1683 (25.34%) 360 (5.42%)
Social 909 (13.69%) 4444 (69.41%) 1289 (19.41%)
Total result 5508 (41.46%) 6127 (46.12%) 1649 (12.41%)
JAPANESE Spontaneous Social Unknown
Spontaneous 1142 (70.49%) 289 (17.84%) 189 (11.67%)
Social 370 (22.84%) 1209 (74.63%) 41 (2.53%)
Total result 1512 (46.67%) 1498 (46.23%) 230 (7.10%)

3.3. Correspondence analysis

In order to observe the perceptual distance of all responses
based on the classification made by the listeners (spontaneous,
social, I don’t know) for 54 stimuli, we computed a Correspon-
dence Analysis (CA) using FactoMineR package ([21]) under
R software. According to the CA, the perceptual behaviour for
26 stimuli in the French group and 22 stimuli in the Japanese
one, listeners showed an important contribution (i.e. above the
expected average contribution for both 1st and 2nd dimensions).

Figure 1 and Figure 2 describe the distribution of 26 per-
ceptual points for French and 22 for Japanese subjects on two
psychometrical dimensions. The blue points on the figures re-
present the distribution of the perceptual behaviour and the three
triangles represent the concept subjects have of the three ans-
wers. These two figures indicate that both French and Japanese
listeners discriminate clearly the two types of laughter. It is also
important to note that social and unknown categories are close
together on the 1st dimension and far from spontaneous, which
represents a well discriminated category. It indicates that vo-
litional social laughs are more difficult to perceive than spon-
taneous ones. French subjects felt more difficulty to identify 5
laughs (located in the category of ”unknown”) rather than Japa-
nese who had only two laughs in this category).
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FIGURE 1: Distribution of the perceptual behaviour of the
French listeners for 26 stimuli
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FIGURE 2: Distribution of the perceptual behaviour of the Ja-
panese listeners for 22 stimuli

4. Acoustic analysis
For the purpose of the acoustic analysis, we measured se-

veral acoustic features that were previously reported to predict
affective ratings and categorization for laughter as well as for
more general affective voice analysis [17].

4.1. Features extraction

For the acoustic analysis, fundamental frequency (F0) and
intensity are computed every 10 ms. They were extracted using
a customized version of the Snack toolkit [22]. Most analyses
are carried out on the voiced parts of the laughter as detected by
the F0 extraction algorithm, thus ignoring non-voiced segments.

We extracted a set of 14 features in four main categories :
F0 values for assessing the variability of the fundamental fre-
quency (we expect, for instance, to have higher frequencies
as well as more variability for spontaneous laughs), Intensity
values - where higher levels and variability are also expected
for spontaneous laughs, Duration values - social laughs are ex-
pected to be shorter and less voiced, Harmonics-to-noise ratios
which were not explored in previous laughter studies but are
expected to measure to some extent the breathiness level.

— F0mean (Hz) : the mean value of F0 extracted on voiced
parts of the laughs

— F0SD : the standard deviation of F0 values on a laughter
excerpt (voiced parts)

— F0slope (Hz/s) : the approximated slope of F0 (voiced
parts only)

— NRJmean (dB) : mean of intensity values (whole file)
— NRJsd (dB) : standard deviation of intensity values du-

ring a laughter
— NRJslope (dB/s) : approximated slope of intensity du-

ring a laughter
— total.duration : duration of a manually annotated laugh-

ter
— voiced.duration : duration of all the voiced parts of a

laughter
— NBvoiced : number of voiced segments
— HNR05 : harmonic to noise ratio in the frequency band

between 0 and 0.5 kHz
— HNR15 : harmonic to noise ratio in the frequency band

between 0 and 1.5 kHz
— HNR25 : harmonic to noise ratio in the frequency band

between 0 and 2.5 kHz
— HNR35 : harmonic to noise ratio in the frequency band

between 0 and 3.5 kHz
An example of basic features extracted on a spontaneous

laughter from our corpora is displayed on Figure 3.

FIGURE 3: Extraction of acoustic features on a spontaneous
laughter excerpt

4.2. Multiple Factor Analysis

To explore the global correlation between the acoustic fea-
tures of F0 (mean, slope, standard deviation), intensity (mean,
slope, standard deviation), total duration and voiced segment
duration and the perceptual values (responses provided by the
subjects) of both French and Japanese groups (abbreviated as
Res FR and Res JP), a Multiple Factor Analysis (MFA) was
carried out. Before computing the MFA, all acoustic and per-
ceptual values were converted into z-scores setting average
value as reference value for each parameter. The result sho-
wed that the distribution of the responses of French as well as
for Japanese listeners were correlated with F0 features (mean
and standard deviation) and the total duration of the laughter
segments and of the voiced segments. However, the intensity
(mean, slope, standard deviation) and F0 slope were less cor-
related with the perceptual responses of the two groups (Fi-
gure 4). Table 2 shows the values for F0 mean, F0 sd, mean
duration and voiced segment mean duration. Significant diffe-
rences were found between spontaneous and social laughter for
F0 sd (t(52)=5.669, p.=0.05), for duration mean (t(52)=2.696,
p.=0.05) and the voiced segment duration mean (t(52)=2.595,
p.=0.05) between spontaneous and social volitional laughs. The
variations of F0 values are higher, total duration and voiced seg-
ment duration is longer for spontaneous laughs than for social
ones.
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described by Multiple Factor Analysis



TABLE 2: Mean F0, F0 SD, total duration mean and voiced
duration mean for the spontaneous and the social laughs

Spontaneous Social t-test
F0 mean (Hz) 203.59 160.80 ns

F0 SD 54.75 25.69 2.696*
Total duration mean (s) 1.81 0,65 5.669**

Voiced duration mean (s) 0.25 0.13 2.595*
*p<.05 **p<.01

4.3. Principal Component Analysis

Previous MFA analysis showed only the global correlation
between all responses and all acoustic parameters. Therefore, a
Principal Component Analysis (PCA) was applied to all acous-
tic parameters by the two types of stimuli that were categorized
by all of the listeners (French and Japanese groups). We first
analysed all types of laughs for the intensity (mean, slope, stan-
dard deviation) and total duration. Ellipses indicate a normal
probability (=68%) for each group of laughter. Correlations are
found between the intensity standard deviation and the intensity
mean vectors. The direction of the vector corresponding to the
total duration on the component 2 (vertical axis) reveals that
these acoustic features help differentiate spontaneous laughs
from the social ones (Figure 5).

A second PCA was applied on the voiced laughs only (6
completely unvoiced laughs were removed from the set) in or-
der to add the acoustic features related to voicing to the ana-
lysis : F0 mean, F0 slope, F0 standard deviation, voicing dura-
tion, number of voiced segments. The result (Figure 6) shows
that the voiced duration and the number of voiced segments are
correlated. F0 standard deviation and total duration are closely
correlated. Then, F0 mean and intensity slope are correlated as
well. According to the distribution of the type of laughs related
to the direction of each vector on the component 1, it was found
that the acoustic features concerning the voiced segment dura-
tion, the number of voiced segments, the total duration and the
F0 standard deviation help differentiate spontaneous and social
laughs.

Figure 7 represents the variations in duration of each laugh-
ter (normalised values). Spontaneous laughs show greater varia-
bility than social laughs.
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FIGURE 5: Correlation between the acoustic values (intensity
and total duration) and the 54 laughs

5. Conclusion
The current paper investigates whether human beings can

perceptually discriminate between social volitional laughter and
spontaneous involuntary laughter from a corpus of spontaneous
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FIGURE 6: Correlation between the acoustic values (F0, inten-
sity, total duration, voicing duration) and the 48 laughs

FIGURE 7: Total duration of the two types of laughs

laughs recorded in a virtual immersive environment using only
sound information without any context or any foreign language
skill. According to the perceptual discrimination experiment
with native French and Japanese subjects, participants are able
to discriminate these two types of laughter indicated by more
than twice the chance level of recognition rate without context.
This result confirms the existence of two types of laughter on the
voluntary-involuntary control dimension as mentioned in pre-
vious research [9, 17].

Fourteen acoustic features including F0, harmonic to noise
ratio, intensity and duration for each type of laughter are also
investigated. Multiple factor Analysis was conducted to explore
the global correlation between the acoustic characteristics and
the participants’ perceptual behaviour. Results showed that the
perceptual behaviours of both French and Japanese groups were
correlated with F0 features (mean and standard deviation), the
total duration and the voiced segment duration. After this glo-
bal result, we further investigated the important acoustic factors
associated to each type of laughter (spontaneous or social). The
results showed that the total duration helps to differentiate spon-
taneous laughs from the social ones. Moreover, we found that
the voiced duration, the number of voiced segments and the F0
standard deviation also contribute to the differentiation between
spontaneous and social laughs.

For future work, we will implement an additional percep-
tual experiment with social laughs to explore sub-categories of
social laughter (embarrassment, politeness or mirthful) among
two different cultures/languages (i.e. Japanese and French).
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